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Alignment Faking…



Alignment Faking… is secretly a jailbreaking paper???
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Claude 3 leads the way

(sic!) (sic!)



● How often do they come up with this option?

● How often do they take this option??

● Can we tell that model took the “third option” and it lies in the 
red-teaming evals???

● Could it skew current jailbreaking evals????
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MATS 1.0 !



TL;DR

● Some models exhibit a preference for choosing strategic deception 
over refusal

● Output-based LLM judges are bad at identifying deceptive jailbreak 
responses…

● …But deception probes work!*

● This behavior can be exploited as defense against current jailbreaks 



How often models take a “third option” 
when they have a choice?



MCQ Scenario



Some Like It Hoax



Prompt Ablation



Are we sure that these are “fake”outputs 
and we didn’t just jailbreak a model?



It is not harmful, right?

…right?



Some are clear-cut



Fakes quality scales with capability



TL;DR: Deception Probes work!

(when reasoning is faithful)



Strategic Deception Obfuscates Jailbreaking 
Objective

Deception does not override the initial refusal mechanism but acts as 
a second line of defense!



Summary

● Emerging threat vector: we do not know how often this happens in the 
wild, but there is growing anecdotal evidence

● Dishonest jailbreak hard to catch, might be hard to falsify and require 
complementary white-box evaluations

● Using lying as a last line of defense sounds reasonable, but feels like 
a slippery slope



Questions?

Thank you!


