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Jailbreaks…

Threat Model: Human “misuses” the chat model and causes harm

(common) Criticism: No harm yet caused, all info is online anyway

(common) Response: Jailbreaking is a future problem.

󰠊 🤖
How to make a biowarfare 
weapon from pesticides?

Sure, to make 
a biowarfare…

clever prompt

                                                                                                Future, more capable, more 
agentic models would cause real economic/existential/… harm if jailbroken.



Jailbreaks… and capabilities
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Jailbreaks… and capabilities

RQ: How capability difference affects red-teaming? Is it even possible to black-box jailbreak AGI?

Setup:

● LLM-based Jailbreaking
● Methods: PAIR, Crescendo
● We unlock Attacker models
● All Target prompted with “safe” 

system prompt
● Inner Judge same as Attacker
● Success is determined by 

HarmBench Judge
● We report ASR@25



Attacker ASR scales linearly



Stronger models need stronger attackers

We define capability difference as 
difference of benchmark scores

delta(a->t) = logit(a) – logit(t)

We fit a linear reg. in logit space 
(capability diff vs. logit ASR)



What makes a good Attacker?

● We found that “Social Sciences” 
generally correlate more with 
ASR than STEM;

● Not all evaluated models good 
at math; avg. Math MMLU is 
nearly the same as avg. 
Philosophy

● In principle, a stronger attacker 
might use chemistry jargon to 
hide intent for chem-related 
questions, but we did not 
observe this



Inner Judge does not matter (?)



Gemini 2.5 report



Aggregated trends

● Stronger attacks would push the aggregated trend 
leftwards; PAIR > Crescendo

● With aggregated trend we forecast that human-like 
manual red-teaming would fall behind, once models 
surpass humans in general capability



Conclusions

● Safety tuning pays off: well-guarded models remain robust even against far 
stronger attackers; 

● Hazardous-capability evaluations must look beyond “hard science” and 
examine models’ persuasive and psychological skills;

● Model’s own attacking capabilities should be benchmarked before release;

● A release of a substantially stronger open-source model requires re-evaluation 
of the robustness of existing deployed systems;

● Attacker strength drives the ASR, so the benefit of costly judges is limited;

● Widening capability gap will make manual human red-teaming substantially 
harder, making automated red-teaming the key tool for future evaluations.



Questions?

Next: ASIDE



More fits



ASIDE: Architectural Separation 
of Instructions and Data in LLMs
https://arxiv.org/abs/2503.10566
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Problem: Prompt Injections

Threat Model: Injections can hijack LLMs behaviour through the data stream

Why? LLM are bad at separating instructions from data

Can LLMs Separate Instructions From Data? And What Do We Even Mean By That? Zverev et al.
Slides credit: Evgenii Kortukov



ASIDE



Feature Activation



ASIDE



Summary

ASIDE 

● Is a model-level guardrail
● Requires only instruction-tuning
● Improves instruction-data separation w/o 

utility loss
● Helps with prompt injections
● Can be combined with other approaches 

e.g., CaMeL or SecAlign



Questions?

Thank you!



Rotation is a (noisy) executability switch

● Clean - normal run of the ASIDE model
● Intervention - injection tokens go 

through instruction embedding

● LayerNorm speculation


